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The extinction behavior of methanol counterflow spray diffusion flames was investigated using a com-
bination of formaldehyde planar laser-induced fluorescence (PLIF) and phase Doppler measurements.
Extinction was brought about quasi-steadily, by progressively increasing the flow rates of both oxidizer and
fuel side, and unsteadily, by generating a vortex on the oxidizer side. The unsteady experiments yielded
values of extinction strain rates a factor of 2 larger than the quasi-steady values. The greater robustness of
the spray flame under unsteady perturbation was explained phenomenologically by estimating the time-
scales involved in the process. It was found that the vortex introduces unsteady effects in the outer diffusive-
convective layer of the flame. The inner reactive-diffusive layer, on the other hand, behaves in a quasi-
steady manner, since the characteristic chemical time is much smaller than the characteristic unsteady
time. As a result, even though the instantaneous strain rate is much larger than the quasi-steady extinction
strain rate, the flame is subject to a damped strain rate through the outer layer. An estimate of the thickness
of the mixing layer, based on formaldehyde PLIF, provided a convenient means to compare the scalar
dissipation rate and the Damköhler number between the two extinction modes, bypassing the need for
detailed species measurements for the assessment of the mixture fraction and its gradient. Such a com-
parison showed that the difference between the two extinction modes was reduced to 25% on the average,
consistent with expectations based on flame structure models from asymptotic theory. Spray flames exhib-
ited longer time delays between the onset of extinction and reignition, as compared to gaseous flames.
Estimates of the relevant Stokes number suggested that the difference may be attributed to droplet inertia
effects.

Introduction

The interaction of laminar counterflow spray dif-
fusion flames with laminar vortices was investigated
experimentally. The objective was to examine key
features of a well-controlled phenomenon that is
relevant to practical combustion systems. This ap-
proach was motivated by the consideration that prac-
tical turbulent combustion systems are not well
suited for fundamental studies because of the many
difficulties that hinder the design of well-defined ex-
periments and because of limitations in current com-
putational and diagnostic capabilities. Conversely,
the use of an environment that is intermediate in
complexity between steady laminar flames and fully
turbulent ones offered the capability to control the
system, characterize it, and interpret the results un-
ambiguously.

Marble was the first to analyze the evolution of a
planar diffusion flame in the field of a vortex [1]. At
very large values of the Péclet number, that is de-
fined as the ratio of vortex circulation to a scalar dif-
fusion coefficient, this analysis yielded a flame
wrapped around the vortex. More realistic and mod-
erate Péclet numbers were considered in a subse-
quent analytical model, and it was reported that a

flame tongue forms, the stoichiometric contour be-
ing only partially wrapped around the vortex [2]. Di-
rect numerical simulation of flame-vortex interaction
was modeled with one-step kinetics and compared
with laminar flamelet library predictions obtained
from asymptotic analysis in a subsequent insightful
study [3]. A turbulent combustion spectral diagram
was also presented, and limits of the laminar flamelet
approach were addressed. Experimentally, the inter-
action of a vortex with a laminar flame was pioneered
in a premixed flame environment (see, for example,
Refs. [4,5]). For gaseous diffusion flames, the first
qualitative experimental investigation was reported
in Ref. [6], followed by a number of contributions
on hydrogen-air flames [7–10].

Since the majority of practical non-premixed com-
bustion originates from liquid fuels in some form of
turbulent spray flames, with the presence of the
droplet phase making the turbulent environment
even more intractable, an investigation on the per-
turbation introduced by laminar vortex rings on
counterflow laminar spray diffusion flames is
needed for the same reasons that motivated the re-
cent blossoming of similar studies in gaseous envi-
ronments. Yet to date, only one isolated theoretical
study has been reported on the subject [11]. The
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Fig. 1. Burner configuration.

present study, building on our previous work on
steady spray counterflow diffusion flames [12,13],
addresses this issue by focusing on the quantitative
characterization of the vortex-induced extinction/
reignition behavior, under conditions in which the
fuel is admitted as a fine spray of droplets. Prelimi-
nary results were reported in Ref. [14].

Experimental Methods

An axisymmetric counterflow diffusion flame was
established in vertical configuration, as shown in Fig.
1, with the oxidizer being fed from one side, meth-
anol and inert from the other. The liquid was dis-
persed using a commercial ultrasonic nebulizer. This
device atomized modest liquid flow rates, imparting
a small velocity to liquid drops with a mean diameter
d10 � 26 lm and maintaining the relative standard
deviation (ratio of standard deviation over mean di-
ameter) to values below 0.4. Both sides of the burner
terminated in a contraction, contoured following a
well-established wind tunnel design practice, that
optimized the uniformity of the axial velocity in the
radial direction. The exit diameter of the two nozzles
was 12.5 mm, and the separation distance between
them was kept constant at 13 mm. The steady flame
was perturbed by periodically generated laminar to-
roidal vortices from the oxidizer side. A suitably syn-
thesized voltage function was applied across the
loudspeaker, causing the latter to force air through

a 1.5 mm tube impulsively, similarly to Ref. [4]. The
amplitude of the voltage function was used to control
the strength of the vortex generated in this fashion.

The vortices were visualized using planar light
scattering of submicron TiO2 particles, produced by
hydrolysis of TiCl4. To monitor the flame dynamics
under vortex excitation, formaldehyde planar laser-
induced fluorescence (PLIF) was used as a comple-
mentary marker of the flame, for reasons clarified in
the following section. The third harmonic of a
Nd:YAG laser (355 nm and 120 mJ/pulse) was used
to excite the tail of the transition in the Ã1A2 ←140
X̃1A1 band of HCHO, as in Ref. [15]. The resulting
signal was detected using a gated single-stage image
intensifier coupled to a charge-coupled device
(Santa Barbara Instrument Group ST6B). A narrow
bandpass interference filter at 415 nm with a full
width at half-maximum of 7 nm was used to reject
flame luminescence and other interferences. Be-
cause of the spray diluteness, droplet Mie scattering
generally did not require additional filtering. Both
planar diagnostic techniques were synchronized with
the signal generator that produced the vortex, using
a variable time delay. In this way, the evolution of
the interaction between the vortex and flame could
be monitored at any desired instant in time.

These diagnostic techniques were complemented
by measurements of gas velocity and droplet diam-
eter by a commercial phase Doppler anemometer.
The velocity of the gas on the oxidizer side was de-
termined using seed particles of Al2O3, with a nom-
inal diameter of 1.5 lm. Droplets with diameter
smaller than 8 lm were used to evaluate the gas
velocity on the fuel side. The single-point velocity
measurements were phase averaged and used to
evaluate the strain rate along the centerline of the
flame and major vortex parameters, such as diame-
ter, core-to-core distance, translational velocity, ro-
tational velocity, and circulation.

In the present investigation, various flames were
studied under vortex excitation. Vortex size, baseline
strain rate, and fuel mass fraction were kept constant
at 1.2 mm, 55 s�1, and 0.67, respectively. The oxi-
dizer mass fraction was varied between 0.75 and
0.90, and helium was used as inert in both fuel and
oxidizer streams.

Results and Discussion

HCHO Laser-Induced Fluorescence as a Flame
Marker

The difficulty in selecting the appropriate tracer
to monitor the flame behavior was emphasized in
Ref. [16], where it was concluded that, at least for
premixed flames, the formyl radical, HCO, is the
ideal candidate since its fluorescence correlates well
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Fig. 2. Calculations of heat release rate and HCHOH
and HCHO mole fraction profiles in a typical methanol
spray counterflow diffusion flame under steady-state con-
ditions.

spatially and in intensity with the peak of the heat
release rate. Unfortunately, HCO PLIF is very dif-
ficult to measure. We chose instead to examine
whether HCHO, its precursor in the dominant
methanol oxidation path (CH3OH → HCHOH →
HCHO → HCO → CO), could be useful for the
same purpose. The pyrolysis of HCHOH to HCHO
had, in fact, been suggested as the critical step for
extinction in methanol flames [17]. The suitability of
HCHO laser-induced fluorescence was confirmed
by the results of a computational model of a steady-
state counterflow diffusion flame, with detailed ki-
netics and transport [12], that indicated that for
methanol flames the peak of heat release is juxta-
posed to the location where the formaldehyde con-
centration precipitously drops. These numerical cal-
culations were repeated for a range of conditions,
and typical results are presented in Fig. 2, where the
HCHOH and HCHO mole fractions and heat re-
lease rate are plotted as a function of the axial po-
sition. Clearly, formaldehyde is well suited as a com-
plementary marker of the flame by virtue of this
juxtaposition with the peak heat release rate posi-
tion.

There is an additional bonus for using the easily
accessible HCHO PLIF to probe the flame struc-
ture. Critical aspects of combustion physics can be
explained by a simplified flame structure, as her-
alded by asymptotics studies with one-step kinetics
[18]. Such a structure entails three zones: an inner
zone, where convective effects are unimportant and
a diffusive-reactive balance exists, and two outer
zones, sandwiching the inner zone and for which a
convective-diffusive balance exists. Fig. 2 clearly
shows that one edge of the formaldehyde layer is
adjacent to the region where the peak in heat release
rate is achieved, which for the purpose of this dis-
cussion can be identified with the reactive-diffusive
inner layer. The other edge of the layer, the one

closer to the fuel port, can be identified as the lo-
cation of the onset of fuel pyrolysis. In fact, the thick-
ness of the HCHOH and HCHO “layers” are vir-
tually the same, as shown in Fig. 2, and HCHOH is
the very first intermediate in the reaction pathway.
As a result, in the first approximation, the thickness
of the HCHO layer can be interpreted as a measure
of the thickness of the convective-diffusive (outer)
layer on the fuel side, which should enable us to
probe experimentally how this convective-diffusive
layer responds to the imposed perturbation.

With regard to the possible interference of poly-
cyclic aromatic hydrocarbons (PAHs) with HCHO
PLIF, we note that the spatial profile of the fluores-
cence signal coincided with the HCHO concentra-
tion data from the computational model. Also, when
flame broadband chemiluminescence and HCHO
fluorescence were acquired in the same image, the
fluorescence signal was separated from the chemi-
luminescence region by a thin dark region where no
signal was recorded. The position of this region and
its thickness corresponded to the numerical predic-
tion for the HCO spatial profile, which is consistent
with our attribution of the fluorescence signal to for-
maldehyde. If PAH had been responsible for the
fluorescence, there would have been no mechanism
to explain the existence of this dark zone since in the
absence of soot one could not account for the PAH
disappearance.

Extinction Behavior

In Fig. 3, a selected sequence of single-shot PLIF
images is presented for the spray flame with �YO2
0.9. These images show critical aspects of the inter-
action. The vortex, 18 ms after being generated, ap-
proached the flame, curving it. The interaction
evolved, with the flame moving toward the fuel side,
because of the increased momentum from the op-
posite side, and the formaldehyde layer becoming
thinner, because of the momentary increase in strain
rate. At t � 22 ms, the flame was not able to sustain
the high strain rate, and a hole developed. The ex-
tinction front propagated very rapidly in the radial
direction, helped by the radial flow. At t � 48 ms,
after the passage of the vortex, the now annular
flame closed in and re-established a flat and uniform
diffusion flame, moving back to the original position.

Once the conditions at which extinction occurred
were established using the PLIF images, the tem-
poral evolution of the strain rates was measured. For
the same conditions of the flame shown in Fig. 3,
the time trace of the axial velocity component along
the centerline was measured and phase averaged.
For the sake of clarity, only selected results are plot-
ted in Fig. 4 at a few axial locations, 1.5 mm, 4.5
mm, and 11.5 mm below the oxidizer nozzle. Clearly,
the velocity profile was strongly perturbed from its
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Fig. 3. Sequence of PLIF images during vortex-flame interaction for a prototypical spray flame. The times elapsed
after vortex generation are (a) t � 0 ms, (b) t � 20 ms, (c) t � 22 ms, and (d) t � 48 ms.

Fig. 4. Phase-averaged axial velocity measurements as a
function of time at three locations along the centerline of
the spray flame.

steady-state value to a minimum, and then it recov-
ered the original value. To reinterpret these results
in terms of strain rate, the velocity measurements
are plotted at fixed times as a function of the axial
coordinate, as shown in Fig. 5, and the strain rate
was calculated as the local derivative, �v/�z, evalu-
ated across the five right-most data points in the fig-
ure, corresponding to the last millimeter before the
flame. The strain rate increased, reached a maxi-
mum, and then relaxed back to its initial value. The
extinction strain rate could be evaluated using the
PLIF images together with the velocity measure-
ments.

This procedure was repeated for various flames,
keeping YF and the strain rate constant and reducing

. The results, normalized with the quasi-steadyYO2
extinction strain rate, are shown in Fig. 6 as open
circles. The quasi-steady extinction strain values
were obtained by increasing the mass flux from fuel
and oxidizer sides slowly, until extinction was ob-
served. The vortex-induced extinction strain rates
are larger than the quasi-steady values by a factor
ranging between 1.8 and 2.2, indicating a greater
apparent robustness of the flame to unsteady per-
turbations.

A qualitative explanation of this difference can be
provided by considering first the timescales involved
in the problem. Specifically, one should consider the
mechanical time, sm, that is the inverse of the base-
line strain rate, 1/K; the chemical time, sch � 1/
(Kb2), that can be evaluated from the steady-state
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Fig. 5. Phase-averaged axial velocity measurements as a
function of the axial coordinate at selected times.

Fig. 6. Comparison of vortex-induced extinction strain
rates and quasi-steady extinction values as a function of
flame composition. The experimental values are normal-
ized with the quasi-steady extinction strain rate. Also plot-
ted are measurements of the square of the thickness of the
mixing layer via HCHO PLIF, as estimates of normalized
Damköhler number.

extinction curve by assuming a one-step reaction rate
[18], with b being the Zeldovich number, ranging
between 8 and 12 for the present system; and the
characteristic vortex turnover time, svort � p(d/2)2/
C, where is the circulation and d is the vortex core
diameter. The first two timescales can already be es-
timated at sm � K�1 � 17 ms and sch � 0.2–0.3
ms. The values of the vortex characteristicdimension
and of the circulation for the case of � 0.9 wereYO2
estimated at d � 1.2 mm and C � 5 � 10�3 m2/s,
respectively. As a result, the vortex turnover time was
estimated at svort � 2.4 ms. The characteristic time-
scales, sm � K�1 � 17 ms, sch � 0.2–0.3 ms, and
svort � 2.4 ms, can now be ordered as sch � svort �
sm. The same ordering applies in the case in which

was varied, with svort generally increasing some-YO2

what because of the lower circulation necessary to
bring the flames to extinction.

To determine the vortex time, we first need to
evaluate circulation and vortex core diameter from
velocity measurements, as follows. A rectangular
path was chosen for convenience, with one side
along the centerline, two sides along the radial di-
rection, and the last one parallel to the z axis. The
path was chosen in such a way to contain completely
one-half of the toroidal vortex, and the minimal di-
mensions of this rectangle were established based on
vortex visualization. After subtracting the steady ve-
locity component, the temporal velocity measure-
ments at the various locations were converted to a
velocity field map at a fixed time, by following the
same procedure illustrated above in connection with
Fig. 5. Once this was done, the integral could be
evaluated at any arbitrary time. For the circulation
of the vortex to be meaningful, the integral needs to
be calculated only when the vortex is fully enclosed
in the integration path. The proper time at which
the integral needed to be evaluated was chosen from
vortex visualization. To estimate the other charac-
teristics of the vortices, we followed the same ap-
proach as in Ref. [5]. Namely, the time traces of the
axial component and of the radial component of the
velocity were obtained at several locations along the
radial direction for a fixed axial position. We phase
averaged the data at the time at which the axial ve-
locity was at a maximum in that specific axial posi-
tion. Considering the toroidal vortex as a pair of
counter-rotating vortices, we can localize the posi-
tion of the vortex cores as the maxima of the radial
velocity profile. The core dimension can be inferred
from the axial velocity profile plot, as delimited by a
relative maximum and a relative minimum. The vor-
tex diameter can be defined as the distance between
the two minima and the vortex translational velocity
as the axial velocity at the core location.

A simple scaling argument, consistent with the
characteristic time inequality, can now be used to
explain the results of Fig. 6. Consider the mixing
layer between two counterflowing jets of fuel and air
with an overall chemical reaction that is strongly sen-
sitive to the temperature. In the fast burning regime,
the extinction of the diffusion flame occurs when,
with increasing strain rates, the mass burning rate of
fuel per unit flame surface increases above a critical
value. This phenomenon can be described in terms
of a characteristic Damköhler number that is based
on the ratio of a mixing time over a chemical time.
As a fluid time, we can use the inverse of the scalar
dissipation rate at the stoichiometric surface, 1/vs.
The scalar dissipation rate is defined in terms of the
thermal diffusivity, DT, and of the square of the gra-
dient of the mixture fraction evaluated at the stoi-
chiometric surface, . The inverse of the mixture2|�Z|s
fraction gradient, |�Z|s, is a measure of the thickness
of the mixing layer, d. Thus,
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DT2v � D |�Z| � (1)s T s 2d

If sch is the chemical time, the Damköhler number
is defined as Da � 1/vs sch. The approximate equal-
ity in equation 1 is necessary to account for a con-
stant depending only on the value of the mixture
fraction at the stoichiometric surface.

From the definition of Da, one can write the ratio
of Damköhler number at extinction under vortex ex-
citation, Daext, to the same number under quasi-
steady extinction, Daext,ss, as

22Da 1 d D dext ext T ext
� s � (2)ch� � � 2 � � �Da s D d dext,ss ch T ext,ss ext,ss

since, in the first approximation, sch and DT are not
affected by the perturbation.

If the strain rate, K, is changed with time, by either
modulating the velocity in one of the feed streams
or by means of a vortex generated near the axis of
the jet, as in the present experiments, d and, hence,
vs, will also change with time. If vs grows above the
critical value required to extinguish the diffusion
flame—that is, if Da � Daext—extinction occurs
[18]. Using the peak extinction strain rate to char-
acterize the counterflow diffusion flames is poten-
tially misleading. The extinction behavior should be
better characterized in terms of Damköhler number,
scalar dissipation, or mixing layer thickness, which
are the relevant quantities governing the flame burn-
ing rate up to extinction, as suggested by theory. The
measurement of the HCHO layer thickness, with the
justifications presented in connection with the dis-
cussion of Fig. 2, provides a convenient vehicle to
achieve this goal, bypassing the need for detailed
species measurements for the assessment of the sca-
lar dissipation and its gradients.

The thickness of the mixing layer was measured at
a strain rate within 5% of the extinction value. Small
increments of strain rate caused the flame to extin-
guish. In the unsteady case, the thickness of the mix-
ing layer was evaluated following the evolution in
time of the formaldehyde layer and was estimated as
the minimum value reached before extinction oc-
curred. Error associated with this measurement is
estimated to be on the order of 10%. The square of
the ratio of the quasi-steady to the unsteady extinc-
tion layer thickness, (dext,ss/dext)2, that is the inverse
of the right-hand side of equation 1, is shown in Fig.
6, as measured by HCHO PLIF. Differences of a
factor larger than 2 between vortex-induced and
quasi-steady extinction strain rates are now reduced
to typically 25% in terms of scalar dissipation rate,
or, equivalently, Da. This finding is consistent with
the characteristic time inequality that suggests that
no significant differences should be found between
vortex-induced and quasi-steady extinction in terms

of scalar dissipation rate or Damköhler number.
Physically, the vortex introduces unsteady effects in
the outer diffusive-convective layer. Specifically, the
strain rate at the edge of the mixing layer increases,
which results in a change of the thickness of the mix-
ing layer, occurring on its own characteristic time-
scale. Extinction will occur when this thickness
reaches a critical value that can be related to the
scalar dissipation rate via equation 1. The inner re-
active-diffusive layer, on the other hand, behaves in
a quasi-steady manner, since the characteristic
chemical time is much smaller than the character-
istic unsteady time. As a result, even though the in-
stantaneous strain rate is much larger than the quasi-
steady extinction strain rate, the flame is subject to
a damped strain rate through the outer layer. This
procedure can be shown to be equivalent to deter-
mining an effective scalar dissipation rate that is af-
fected by the time history of the strain rate [19].

We observe that implicit in the argument set forth
is that the two-phase nature of the flow does not
dramatically alter the flame structure. This assump-
tion is likely to be valid in the present case, since in
some respects these flames behaved as a pseudo-
gaseous flame, with no significant evidence of direct
droplet-flame interaction [20]. In other words, the
droplets fully vaporized before reaching the flame,
and none of them penetrated it. Another implicit
assumption is that the vortex-flame interaction can
be characterized essentially as an unsteady interac-
tion, with the role of curvature being secondary.
Comparison of the characteristic radius of curvature
of the vortex and of the mixing layer thickness
showed that the first is typically a factor of 5 larger,
which is consistent with this assumption.

The explanation provided to rationalize the results
in Fig. 6 in terms of Damköhler number should yield
values scattered around the unity ordinate. The full
symbols, on the other hand, are scattered around an
ordinate mean value of 1.2. Other factors, in addition
to experimental errors, may explain the inadequacy
of the model. In this context, one should bear in
mind that the simplified three-zone description of
the flame structure, with an inner reactive-diffusive
zone sandwiched by two outer convective-diffusive
zones, is conceived within the framework of one-step
kinetics and, consequently, of a single characteristic
chemical time. For the purpose of this discussion,
we can consider chemical time associated with the
peak of heat release rate as the relevant one. In re-
ality, there is a wide range of chemical times in a
flame. For example, a significant fraction of the heat
release is associated with the relatively slow CO ox-
idation. The simple three-zone model used here can-
not capture these subtleties, but rather it emphasizes
a physical description of the flame. Chemical kinetic
issues must be addressed in necessarily computa-
tional studies, as, for example, in the insightful con-
tribution in Ref. [21], where the chemical response
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TABLE 1
Stokes number estimates, based on the vortex turnover

time, for different droplet sizes and gaseous temperatures

T � 300 K T � 600 K

d�

(lm) St

% Mass for
d � d� St

% Mass for
d � d�

15 0.18 1.3% 0.07 8.6%
30 0.62 30% 0.3 50%
40 1.12 60% 0.6 84%
50 1.75 85% 0.9 94%
60 2.4 95% 1.2 98%

to unsteady perturbations of various pollutants is an-
alyzed.

Reignition Behavior and Droplet Inertia

A noticeable difference was observed when spray
flames were compared with gaseous ones with re-
spect to the time between the onset of local extinc-
tion and the complete reconstitution of the flame—
that is, when the extinction hole closed in. For ex-
ample, for the flame with , Dt � 26 msY � 0.9O2
for the spray flame, as compared with Dt � 11 ms
for the same flame in which the liquid flow rate was
deliberately prevaporized before exiting the burner
mouth. A likely culprit is droplet inertia. The vortex,
after penetrating the flame and entering the fuel
side, centrifuges the droplets away from the center-
line, reducing the amount of fuel supplied locally to
the reaction zone and retarding the re-establishment
of the appropriate edge flame propagation condi-
tions, as compared with the gaseous flame analogue.
Estimates of the relevant Stokes number confirmed
this explanation and are reported in Table 1. The
Stokes number was calculated by comparing the par-
ticle stopping time, sp � (qld

2)/(18 • l), with svort
[22]. In Table 1, selected Stokes numbers are cal-
culated for two gas temperatures and different drop-
let sizes. For each size, the numbers in the third and
fifth columns present the percentage of the total liq-
uid mass in the distribution in droplets of a size
smaller than the selected one. Regardless of tem-
perature, these estimates show that inertia effects,
that usually set in for St � 0.1, are significant for a
sizable portion of the liquid mass, which gives cre-
dence to the proposed explanation for the delayed
ignition.

Conclusions

Extinction strain rates of methanol counterflow
spray diffusion flames were quantified using a com-

bination of formaldehyde PLIF and phase Doppler
measurements. Vortex-induced extinction resulted
in values a factor of 2 larger than the quasi-steady
extinction values. The difference was explained
phenomenologically by estimating the timescales
involved in the process. An estimate of the thick-
ness of the mixing layer, based on formaldehyde
PLIF, allowed for a comparison of the scalar dis-
sipation rate and the Damköhler number between
the two extinction modes. Such a comparison
showed that the difference between the two modes
was reduced to 25% on the average, consistent
with expectations based on flame structure models
from asymptotics. A comparison of the time delay
between the onset of extinction and reignition be-
tween spray flames and gaseous flames showed
that spray flames have much longer time delays.
The difference was attributed to droplet inertia ef-
fects, as confirmed by estimates of the relevant
Stokes number.
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